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ABSTRACT
Learner-centered pedagogy highlights active learning and forma-
tive feedback. Instructors often incentivize learners to engage in
such formative assessment activities by crediting their completion
and score in the final grade, a pedagogical practice that is very
relevant to MOOCs as well. However, previous studies have shown
that too many MOOC learners exploit the anonymity to abuse the
formative feedback, which is critical in the learning process, to earn
points without effort. Unfortunately, limiting feedback and access
to decrease cheating is counter-pedagogic and reduces the openness
of MOOCs. We aimed to identify and analyze a MOOC assessment
strategy that balances this tension between learner-centered ped-
agogy, incentive design, and reliability of the assessment. In this
study, we evaluated an assessment model that MITx Biology in-
troduced in a MOOC to reduce cheating with respect to its effect
on two aspects of learner behavior – the amount of cheating and
learners’ engagement in formative course activities. The contribu-
tion of the paper is twofold. First, this work provides MOOC de-
signers with an ‘analytically-verified’ MOOC assessment model to
reduce cheating without compromising learner engagement in for-
mative assessments. Second, this study provides a learning analytics
methodology to approximate the effect of such an intervention.

CCS CONCEPTS
•Applied computing→ E-learning; •Unsupervised learning
→ Anomaly detection.

KEYWORDS
MOOCs, Assessment, Learning Analytics

∗Both authors contributed equally to the paper

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
LAK ’20, March 23–27, 2020, Frankfurt, Germany
© 2020 Association for Computing Machinery.
ACM ISBN 978-1-4503-7712-6/20/03. . . $15.00
https://doi.org/10.1145/3375462.3375464

ACM Reference Format:
Giora Alexandron, Mary Ellen Wiltrout, Aviram Berg, and José A. Ruipérez-
Valiente. 2020. Assessment that matters: Balancing reliability and learner-
centered pedagogy in MOOC assessment. Submitted to LAK’20 . ACM, New
York, NY, USA, 6 pages. https://doi.org/10.1145/3375462.3375464

1 INTRODUCTION
Learner-centered pedagogy highlights formative assessment that
includes personalized and immediate feedback that can help learn-
ers self-regulate their learning [20]. It is widely accepted among
educators that using external incentives is an effective way to moti-
vate learners to engage in pedagogically-desired activities (a simple
example is grading homework to motivate individuals to practice
so that they learn during the semester, rather than cramming for
the final exam). The need for learner self-regulation and external
motivators is especially applicable to MOOCs, since these attract
a heterogeneous learner population but learners typically receive
little individual support. Even if learners have genuine interest in
learning (‘real learners’) [4], they might have strategic goals such
as earning a certificate that can affect their learning behavior. For
novices, providing the correct incentives is especially important, as
they need to develop their self-regulated learning skills [9, 14].

While MOOCs provide access to quality learning materials for
everyone with an internet connection, the platform companies and
institutions providing the courses are seeking financial sustain-
ability to continue to make the resource available for free or at a
low cost. Currently, MOOC certification is the cornerstone of the
financial model [26]. Thus, monetization depends on the perception
of certificates as a reliable and valid proof of proficiency [2].

However, previous studies indicated that in MOOCs that follow
a learner-centered design, a significant amount of learners exploit
learning-centered features, such as graded formative assessment
with feedback, to achieve a certificate with less effort [24]. Pre-
venting such cheating is typically done by limiting the feedback
or access to the formative assessment. This means that design for
reliability can require sacrificing design best for learning.

Thus, the main goal of our research is to develop and vali-
dateMOOCassessmentmodels that support learner-centered
pedagogy, without sacrificing trustworthiness of the assess-
ment for certification. The current research studies such a model,
the Competency Exam (CE), introduced by MITx 7.00x “Introduc-
tion to Biology” (abbreviated as “MITx 7.00x” going forward).
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1.1 The Competency Exam Assessment Model
After several course runs using the traditional MOOC structure
in MITx 7.00x, and motivated to maintain academic rigor while
continuing to share knowledge with others for free, MITx Biology
introduced the CE assessment model in July 2016 [22]. The CE
model separates learning from certification and combines many
assessment design techniques that render cheating more difficult.
While the original course materials (videos, concept questions, prob-
lem sets, exams) remained available for self-paced learning for free,
learners had to pay for verified track to access the CE available dur-
ing a specific week. Additional assessment design aimed to reduce
opportunity for cheating included setting the CE as a timed exam,
closing the discussion forum during the CE week, hiding feedback
on correctness, eliminating access of the CE post-completion, and
randomizing questions at the page level across 20 different pages
of multi-part questions that tested learning objectives from across
course topics. More details on the CE and MITx 7.00x are provided
in Section 2.

ResearchRationale.Besides the expected and desired reduction
of cheating, the CE model may also drive undesired changes in
learners’ behavior, as a consequence of the effect of the new grading
model on learners’ incentives. First, we expected that making the
within-course formative assessment ungraded would potentially
reduce learners’ motivation to spend time and effort attempting the
problems. Second, we expected that making the learning materials
self-paced and ungraded may cause some learners to cram their
learning towards the date of the CE release. Third, we expected
that the effect of less engagement with the formative assessment
items and cramming could lead to less learning, and as a result, to
a decrease in the certification rate.

1.2 Research Questions
Guided by the research rationale defined, our research seeks to
answer the following research questions (RQs) regarding the impact
of the CE assessment model on the following factors, relative to
the previous assessment model:
RQ1: Does the CE model reduce the amount of cheating?
RQ2: Does the CE model reduce the level of learner engagement

with within-course formative assessment items?
RQ3: Does the CE model affect the way learners spread their learn-

ing over time?
RQ4: Does the CE model reduce the certification rate?

1.3 Related Work
With online learning in general and MOOCs in particular gain-
ing a lot of influence within the educational ecosystem, numerous
studies have addressed the issue of implementing assessment at
scale with low intervention from experts [1]. A review of the native
assessment functionalities in edX, Coursera, MiriadaX and Khan
Academy revealed that most activities consist of very simple auto-
graded items [19]. As it is difficult to assess higher-order cognitive
skills with such items, designing MOOCs that stimulate meaningful
learning is challenging, though feasible [8]. In addition, MOOCs
that follow a problem-centric, active learning approach are rated as
more engaging [12]. Thus, researchers and practitioners are imple-
menting and testing more learner-centered assessment alternatives

beyond the conventional ones [10]. A common approach is combin-
ing formative assessment with more traditional, content-oriented
summative assessment for certification [7]. However, if these for-
mative assessment activities are completely optional, the learner
participation decreased significantly in one study [15]. And if the
formative assessments are graded to incentivize active learning,
some learners will abuse the course assessment model to earn credit
without effort [2], relying on their anonymity [16]. This raises the
tension between formative assessment that prioritizes learning and
summative assessment that prioritizes accountability [6].

Indeed, there is a growing body of research on cheating in
MOOCs, using methods such as plagiarism [11], multiple accounts
[2, 21, 24] or passing responses among peers [25]. The application of
these methods suffer from the common limitation that their design
detects certain types of cheating while failing to detect different
ones. To address this, a recent study suggested a method that is
based on anomaly detection [3]. The idea behind anomaly-based
method is that cheating leaves a statistical signature that manifests
as aberrant behavior, which one can capture using person-fit statis-
tics [5, 17]. Because such a strategy is indirect, anomaly detection
should be used with great caution when applied to an individual,
but as shown in [13], the risk is decreased, and the approach can be
very effective when used as an aggregated measure of group behav-
ior. Our study implements the method suggested in [3] but applies
the technique to perform an aggregated estimation of cheating.

WithMOOCs pivoting towards professional development courses
and for-credit online degrees [23], the necessity to develop learner-
centered assessment methods that are robust against cheating is
stronger than ever. Previous work tackled the effect of assessment
in pedagogy and its relationship with cheating. However, this is the
first MOOC paper that actually measures the effect of assessment
design on cheating and discusses the tension between assessment,
pedagogy, and monetization in MOOCs.

2 BACKGROUND - THE COURSE AND
ASSESSMENT MODELS

Course structure and early assessment model. The 7.00x “In-
troduction to Biology” MOOC 1 first released during March 2013.
The course structure followed a model similar to the on-campus
counterpart taken by enrolled MIT students. The triweekly lec-
tures translated online into a sequence of short videos interspersed
with concept questions referred to as test yourself questions. The
discussion forum and deep dive videos substituted for teaching
assistant-led, working sessions. The problem sets gave learners
the chance to apply the concepts from the videos, while the ex-
ams assessed the learners’ skills in the subject. Like the on-campus
equivalents, learning rather than certification (or grading) was cen-
tral to the purpose of the videos, test yourself questions, discussion
forum, and problem sets. The summative exams counted for the
majority (80%) of the overall grade to earn a certificate, but the
formative problem sets counted toward the grade (20%) as well. To
pass the course for a certificate, a learner had to earn an overall
score of 60%. Both problem sets and exams had limited attempts,
gave immediate correctness feedback, and provided show answer
with elaborated feedback after a deadline.
1https://www.edx.org/course/introduction-to-biology-the-secret-of-life-4
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Tension between learning and cheating. From the start, a ten-
sion between setting practices best for learning versus those best for
preventing cheating existed. For example, the course team noted the
ease of multiple-account cheating [21, 24], and therefore delayed or
restricted some of the formative feedback to limit the temptation for
learners to try the strategy to increase scores. With such practices,
some important advantages of online learning are taken away, as
learners could only access answers and explanations or discuss an
answer on a forum after that assignment’s due date passed, and not
in the moment of struggle with a concept.

At the same time, this design was not very robust against cheat-
ing. Unlike on campus, the MOOC version of the course included
the same exams each new run with minor revisions for clarity or
technical updates. So even if answers became available after a dead-
line, some learners had access to answers from previous runs of
the course. Therefore, MITx Biology felt the need to separate the
learning components of the course from the assessment of a learner
to award a certificate to maintain rigor in the course and integrity
of those earning certificates.

The Competency Exam rationale. Not bound to the schedule
or policies of the on-campus course andmotivated by the edX policy
change to charge for certificate-track registration, MITx Biology
began the CE model 2 for running the MITx 7.00x MOOC in the
MIT spirit to continue to share knowledge with the world for free.
Under this model, learners could work through all existing course
content as ungraded in a self-paced manner with instant feedback
on problem correctness as well as more detailed explanations after
trying a question at least once. Only if a learner wanted to try to
earn a certificate, then the learner could pay the fee to take the
graded CE offered during a specific week about every four months.

The Competency Exam features. The timed CE restricts access
to learners in the paid verified track, has no public discussion forum
support (email only), gives no feedback on correctness, provides
no access after completion, includes randomization of entire story-
based problems, and ties together learning objectives across the
course while balancing the coverage. Even for the biology, the CE
model eliminates the artificial restriction to ask questions only on
blocks of content that fit in a time window prior to an exam versus
how scientists may think about the topics taught across the course
in an integrated manner. To pass the CE for a certificate, a learner
has to earn an overall score of 80%.

3 METHODOLOGY
To evaluate the effect of the CE assessment model on the behaviors
of learners (see Research Questions, Subsection 1.2), we compared
the relevant metrics on course runs before and after introduction
of the CE model. In the following sections, we describe the data
and the learning analytics methods.

3.1 Data
Course runs. The context of this research is the MITx 7.00x MOOC
(see Section 2). We used data from five consecutive runs of the
course, and we refer to them as noCE, CE1, CE2, CE3, and CE4.
The noCE run is the last run before the introduction of the CE
assessment model, and CE1, CE2, CE3, and CE4 are the first four
2https://web.mit.edu/mitxbio/700CEx.html

runs of the course with the CE model. We did not include runs prior
to 2014 due to technical issues and availability of data or runs later
than CE4 since four runs seemed sufficient in the study.

Research Population. This study focuses on verified learners.
Verified learners are those who registered for the paid track and
therefore have the opportunity to earn a certificate when earning
a passing score in a course. The number of verified learners in
each run is 296 (noCE), 35 (CE1), 83 (CE2), 82 (CE3), 98 (CE4).
For the analyses, we focus on the certified learners among the
verified registrants when referring to the amount of cheating and
amount of items done. During the noCE run, edX still offered the
‘honor’ certificate, however, to have a comparable group of learners
between runs, we did not include these learners.

Data Mining. This study uses behavioral statistics that are com-
puted from learners’ clickstream data, which mainly include video
events (play, pause, etc.), responses to assessment items, and navi-
gation to course pages. In addition, we use the course structure files
that hold information that describes the elements of the course.

3.2 Methods
To evaluate the amount of cheating, we used the anomaly detection
method as proposed and evaluated in [3]. The method is based on
person-fit statistics that measure learners’ aberrant behavior. Its
theoretical foundation relies on the psychometric literature (see
Section 1.3). In brief, the idea is that cheating leaves a statistical
signature in the data because the learners’ probability of answering
an item correctly, or the time they spend on that item, given its level
of difficulty, differ between cheated-upon items and non-cheated
items. This is captured using two measures: Guttman error and
time-on-task Guttman error.
Guttman Error (Gnormed). Guttman error is defined as the num-
ber of item pairs in which a learner answers an easier item incor-
rectly and a more difficult item correctly, normalized by the total
number of pairs [17].We used a non-parametricmodel implemented
in R’s PerFit [27]. It is computed on all possible pairs.
Time-on-Task Guttman Error (Gnormed-time). This is a time-
based person-fit statistic that applies the idea of Guttman Error to
time-on-task. Gnormed-time approximates, per user u, the number
of item pairs i,j in which the time ordering of u on i,j is opposite to
the average time ordering of i,j, normalized by the number of pairs.

The procedure for computing Gnormed-time is taken from [3].
This method is based on a reduction of the time-on-task matrix
into a Boolean matrix M , where M[u, i]=0 if the time-on-task of
u on i is larger than the mean time-on-task of u, and 1 otherwise.
This means that an item on which many learners spent more time
than usual will have a lot of 0s in that column, the equivalence to
a ‘hard’ item. We then computed Gnormed-time by applying the
Guttman-error algorithm onM .

Gnormed-time provides a simple and efficient alternative to more
sophisticated response time models such as the log-normal [28],
which are difficult to fit on MOOC data.

A previous study [3] demonstrated that highGnormed andGnormed-
time strongly correlated with cheating, and thus, their relative levels
provide indirect measures of the amount of cheating in the course.

https://web.mit.edu/mitxbio/700CEx.html
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4 RESULTS AND ANALYSIS
In this section, we present the results of analysis aimed at addressing
the research questions defined in Subsection 1.2.

4.1 RQ1: Amount of Cheating
We evaluated the change in the amount of cheating by measuring
the change in two aberrant behavior person-fit statistics: Gnormed
and Gnormed-time, as described in Section 3.

Figure 1 shows the distribution of Gnormed on the left and
Gnormed-time on the right among certified learners in the five
runs of the MITx 7.00x MOOC between 2014 and 2017. We con-
ducted a one-way ANOVA with linear contrasts to compare the
effect of the CE on bothGnormed andGnormed-time. We carried out
a Levene’s test, and the results did not meet the homogeneity of vari-
ance assumption, hence we conducted the analysis accordingly. The
analysis showed that the effect of the CE on Gnormed and Gnormed-
time was statistically significant in both cases (F (4, 217) = 43.981,
p = .000 and F (4, 217) = 5.833, p = .000 respectively).

This confirms that there was a sharp decrease in both Gnormed
and Gnormed-time statistics after the introduction of the CE assess-
ment model, relative to the original course assessment model.

4.2 RQ2: Engagement with Within-course
Items

In the course with the original assessment model, the formative
assessments counted toward the final grade with the exams, while
in the runs that use the CE assessment model, only the CE score
counts for the final grade. Since the formative assessments are
ungraded in the CE assessment model, we first hypothesized that
not crediting these items for the final grade will decrease learners’
engagement with these practice problems.

Figure 2 displays the fraction of formative assessment items
attempted by certified learners in each of the runs. We conducted
a one-way ANOVA with linear contrasts to compare the effect of
the CE model on the fraction of formative assessment items that
certified learners attempted. The analysis showed no significant
difference (F (4, 217) = 0.992, p = .413). Thus, we accepted the
null hypothesis that there is no difference in the fraction of items
attempted by learners before and after the introduction of the CE
model. We further discuss this in Subsection 4.5.

4.3 RQ3: Activity Level Over Time
We also examinedwhen certified learners interacted with the course
materials. Without deadlines spaced over time for all of the forma-
tive assessments in the CE model, we hypothesized that learners
follow a less regular pattern of course completion over time. Fig-
ure 3 demonstrates how learners spread their learning over time, by
focusing on the number of daily events, normalized by the number
of learners.

As shown, learning activity over time changed significantly in
the CE course runs versus noCE run. While in the noCE run, learn-
ers’ activity spread regularly over the entire course, introduction
of the CE (runs CE1, CE2, CE3, and CE4) corresponded to relatively
low learners’ activity during most of the course run period, with
a cramming pattern (very high activity in a short period of time)
towards the week of the CE.

4.4 RQ4: Certification Rate
Last, we tested the hypothesis that the CE assessment model re-
duced the certification rate compared to the original course assess-
ment model. With a higher score threshold to pass (80% versus 60%)
and the CE testing objectives throughout all of the course topics,
we expected that learners pass at a lower rate. Figure 4 presents the
fraction of verified learners whomet the criteria to earn a certificate.
For example, in noCE, 143 out of 296 verified users (48%) earned a
certificate.

As shown, the fraction of certified learners dropped significantly,
from ∼ 48% before the CE assessment model, to ∼ 26% in the first
four runs after the introduction of the CE assessment model in
support of our initial hypothesis.

4.5 Discussion
Regarding the first research question, the findings presented in Sub-
section 4.1 provide strong evidence that the CE assessment model
reduced the amount of cheating in the MITx 7.00x MOOC. The fact
that the CE is effective against cheating is not surprising, as the as-
sessment model combines several means that render cheating very
difficult, such as randomization (described in Section 2). However,
using robust learning analytics methods to verify that the design
achieves its goals is the cornerstone of evidence-based design.

Our second research question aims to study the effect of the
CE assessment model on learners’ motivation to engage with the
in-course formative assessment, now ungraded. The findings pre-
sented in Subsection 4.2 show no effect of the CE on the fraction of
formative assessment items that certified learners attempted. We
interpret this as an evidence that the CE did not decrease learners’
motivation to use formative assessment. This finding is somewhat
surprising, because we expected that learners would be less moti-
vated to invest time and effort in practicing their knowledge if it
did not contribute to their grade. This finding might indicate that
the verified users (our research population) are serious learners
who follow the course design.

However, on the negative side, referring to the third research
question, our conclusion is that the CE does lead learners to cram
their learning, as shown in Subsection 4.2. It is well-documented
in educational research that cramming learning to a shorter time
window is less effective than spacing learning over time, and this
was also shown in MOOCs (e.g., [18]).

Learners tendency to cram their learning towards the CE might
explain some of the reduction in the certification rate among the
verified users – the fourth research question – shown in Subsec-
tion 4.4. However, the fact that in the CE model learners need 80%
to pass versus 60% in the original course model may also explain
the decrease in certification rate.

4.6 Limitations
With respect to the reduction in cheating, the main limitation is that,
without having direct measures, evaluating the amount of cheating
relies on indirect methods. However, reviewed in Subsection 1.3,
this approach is rooted in psychometrics and MOOC literature.
Also, since the change in the aberrant behavior measures is very
large, we believe that the effect is significant as well.
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Figure 1: Distribution of Gnormed (left) and Gnormed-time (right) among verified certificate earners (n denotes their number
per run). The red bar presents the data for the noCE run, and the gray bars indicate the results for the CE runs.

Figure 2: The fraction of formative assessment items at-
tempted by verified certificate earners.

4.7 Future Research
In future research, we intend to focus on several important aspects.
One is examining the difference between the certified learners and
the non-certified ones. Since the non-certified verified learners paid
for the chance to earn a certificate – a strong indication of their
motivation to succeed in the course – but did not qualify for one
by final grade, it would be interesting to understand the barriers
for certification among them.

Our next step is to evaluate a design with mixed incentives, for
example, a design that combines both a CE assessment model and
graded formative assessment, with both components as ‘necessary
but insufficient’ condition for earning a certificate.

Figure 3: Amount of daily activity, by course run.

5 SUMMARY AND CONCLUSIONS
Assessment in MOOCs has an inherent tension between pedagogy
and trustworthiness. Orienting towards ‘pedagogy’ emphasizes for-
mative assessment that is graded to incentivize active participation
and instructional feedback to support learning. However, since re-
search shows that learners can abuse graded formative assessment
in MOOCs, maintaining trustworthy assessment for certification
pushes towards limited access and no feedback.

Our goal is studying MOOC assessment models that support and
motivate learning without compromising reliability for certifica-
tion. Within this overarching goal, this paper studies an assessment
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Figure 4: Fraction of verified learners who earned a certifi-
cate.

model – The Competency Exam (CE), introduced by MITx Biol-
ogy in 2016 – that balances secured-examination and formative
assessment.

We study the effect of the CE on the amount of cheating and
on learners engagement. Our findings demonstrate that i) the CE
significantly decreases the amount of cheating; ii) (certified) learn-
ers engagement with the formative assessment items remain the
same, even though these items did not count for the final grade; iii)
learners tended to cram their learning into a short period before
the CE; and iv) the percentage of verified learners who met the
certification criteria dropped from ∼ 48% before the CE, to ∼ 26%.

For MOOC designers, we recommend adopting the CE assess-
ment model if the goals are providing access to formative assess-
ment for learning, while maintaining rigorous assessment for certi-
fication. However, our results suggest that to incentivize learners
to spread their learning rather than to cram for the final, it would
be good to include the formative assessment in the overall course
grade, with both the CE and the formative assessment as ‘necessary
but insufficient’ conditions for certification.

In addition to providing an evaluation of a novel MOOC assess-
ment model, this study also presents a learning analytics methodol-
ogy to approximate the trustworthiness of such models.
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