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Abstract. The rich data that Massive Open Online Courses (MOOCs) platforms collect on the behavior of millions
of users provide a unique opportunity to study human learning and to develop data-driven methods that can address
the needs of individual learners. This type of research falls into the emerging field of learning analytics. However,
learning analytics research tends to ignore the issue of the reliability of results that are based on MOOCs data,
which is typically noisy and generated by a largely anonymous crowd of learners. This paper provides evidence
that learning analytics in MOOCsSs can be significantly biased by users who abuse the anonymity and open-nature of
MOOC:s, for example by setting up multiple accounts, due to their amount and aberrant behavior. We identify these
users, denoted fake learners, using dedicated algorithms. The methodology for measuring the bias caused by fake
learners’ activity combines the ideas of Replication Research and Sensitivity Analysis. We replicate two highly-
cited learning analytics studies with and without fake learners data, and compare the results. While in one study,
the results were relatively stable against fake learners, in the other, removing the fake learners’ data significantly
changed the results. These findings raise concerns regarding the reliability of learning analytics in MOOCsS, and
highlight the need to develop more robust, generalizable and verifiable research methods.
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PREFACE: THE BEGINNING OF THIS RESEARCH

During 2015 we were working on recommendation algorithms in MOOCs. However, we ran into a
strange phenomenon — the most successful learners seemed to have very little interest in the course
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materials (explanation pages, videos), and they mainly concentrated on solving assessment items. As
a result, the recommendation algorithms sometimes recommended skipping resources that we thought
should be very useful. The hypothesis that these are learners who already know the material (e.g., Physics
teachers) did not match the demographic data that we had on these users.

One day, we received a strange email from one of the users. The user complained about a certain
question, claiming that a certain response that was correct a week ago is now rejected by the system as
incorrect. Since it was a parameterized question (randomized per user), we suspected that the user viewed
it from two different accounts. Connecting this with the strange pattern of users who achieved high-
performance without using the resources, we realized that we bumped into a large-scale phenomenon of
Copying Using Multiple Accounts (CUMA) (Alexandron et al., 2017, [2015a; Ruipérez-Valiente et al.,
2016).

Our research on detecting and preventing CUMA started as a spin-off of the unexplained bias in
predictive modeling. Three years later, we return to investigate the bias issue and its effect on learning
analytics results.

INTRODUCTION

Modern digital learning environments collect rich data that can be used to improve the design of these
environments, and to develop ‘intelligent’ mechanisms to address the needs of learners, instructors, and
content developers (Siemens| |2013; [U.S. Department of Education, Office of Educational Technology,
2012). MOOCs, which collect fine-grained data on the behavior of millions of learners, provide “un-
paralleled opportunities to perform data mining and learning experiments” (Champaign et al.| 2014)) (p.
1). A partial list of studies includes comparing active vs. passive learning (Koedinger et al., 2015), how
students use videos (Kim et al.| 2014ab; (Chen et al., [2016)), which instructional materials are helpful
(Alexandron et al.,|[2015b; MacHardy and Pardos, [2015)), recommending content to learners on real-time
(Pardos et al., 2017; Rosen et al., 2017), providing analytics to instructors (Ruipérez-Valiente et al.,
2017¢), predicting drop-out (Xing et al., 2016), to list a few. These studies fall into the emerging dis-
ciplines of Learning Analytics (LA), Educational Data Mining (EDM), and Artificial Intelligence in
Education (AIED). A recent review of the existing literature on the application of data science methods
to MOOC:s can be found in (Romero and Ventura, 2017). While ‘Big Data in Education’ is mostly as-
sociated with MOOCs and other learning at scale applications, it is also very relevant to other widely
distributed platforms, such as Moodle (Luna et al., 2017).

Such research uses data-intensive methods that draw on machine learning, data mining, and arti-
ficial intelligence. These methods seek to extract meaningful structures from the data, which can have
predictive value in inferring the future behaviors of students (Qiu et al.l 2016)). Thus, their reliability is
highly determined by the quality of the data. Yudelson et al. (2014) showed that models fitted on high
quality data can outperform models that are fitted on a larger dataset that is of lower quality — a sort of
the ‘e[%—tech variant’ of Peter Norvig’s “More data beats clever algorithms, but better data beats more
data”

"nttps://www.azquotes.com/author/49745-Peter_Norvig
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One of the main issues that can affect the quality of the data is noise, which is anything that is not the
‘true’ signal (Silver, 2012)). Noise that appears as outliers can be identified and removed relatively easy
using outlier detection methodologies (Hodge and Austin, [2004). However, by definition, when there
are too many ‘outliers’ in a certain direction, they are not ‘outliers’ anymore, rendering outlier detection
methods ineffective. The same holds for data coming from complex, semi-structured or unstructured
domains, such as MOOCs, in which a plethora of behaviors are expected (Q1u et al., 2016). In such
cases, there can be numerous outliers in various directions that are caused by genuine learning activity.
Eventually, unfiltered noise can significantly affect various analytics computed on the data. For example,
Du et al.[(2018)) discussed how learning analytics perform differently on specific subgroups in MOOCs,
and proposed a methodology to discover such subgroups, which is based on Exceptional Model Mining
(EMM). The focus of our paper is not on discovering subgroups, but on showing that a certain subgroup
(fake learners) has exceptional behavior that can bias analytics. In the future, it can be interesting to
check if EMM techniques can identify subgroups of users who are actually fake learners.

In addition to the issue of noise, there is the issue of prior assumptions on the model. Educational
data mining methods make such assumptions on the process that generated the data, either for choosing
the objectives to optimize as proxies of the ‘true’ goal, for feature engineering, or for data abstraction
(Perez et al., 2017). Thus, making wrong assumptions on the process can largely affect the validity of
the results. Being able to model various subgroups is crucial for designing tailored pedagogic interven-
tions (Kiernan et al.,[2001). This is especially true for the diverse population of the global classroom —
MOOCs. We note that making no ‘modeling’ assumptions and relying on Big Data alone, instead of as a
supplement to traditional data analysis methodologies (‘Big Data Hubris’), can also lead to large errors,
as in the case of Google Flu Trends (Lazer et al., [2014)).

Not only that the accuracy of machine learning (ML) models is highly affected by such issues,
validating these models is a scientific and technological challenge (Seshia and Sadigh, [2016). ML mod-
els are mathematical functions that are learned from the data using statistical learning methods (Hastie
et al., 2001). Due to their probabilistic nature and complex internal structure, it is difficult to question
their reasoning (Krause et al., [2016). This is even more the case when such models are encapsulated
within artificial intelligence or analytics solutions that use them as ‘black-boxes’ for automatic or semi-
automatic decision making. This is a major concern of the Big Data era (Miiller et al., 2016), which is
highly relevant to the educational domain as well (Pardo et al., 20165 O’Neil, 2017).

Fake Learners. Typically, data-driven education research makes the implicit assumption that the data that
are used represent genuine learning behavior. However, recent studies revealed that MOOCS can contain
large groups of users who abuse the system in order to receive certificates with less effort (Alexandron
et al., 2015a} Ruipérez-Valiente et al., 2016} |/Alexandron et al.l [2017; |Northcutt et al., [2016; |Ruipérez-
Valiente et al., 2017a)). As these users do not rely on ‘learning’ to achieve high performance, we denote
these users as fake learners (and use the term true learners to describe the genuine ones).

Fake learners introduce noise to statistical models that seek to make sense of learning data. The
effect of this noise depends mainly on the amount of fake learners, and on how aberrant their behavior is.
In order to remove their effect by filtering them out from the data, they must first be detected. However,
this typically involves sophisticated algorithms that are currently not available as ‘off-the-shelf’ tools
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that can be used to clean the data. Also, while this study relies on algorithms for detecting two types
of fake learning methods — Copying Using Multiple Accounts (CUMA) and unauthorized collaboration
(Ruipérez-Valiente et al., 2017a), there might be more types of fake learners who currently sneak under
the radar.

The risk that the aberrant behavior exhibited by CUMA users, and their prevalence (> 10% of cer-
tificate earners), which can bias learning analytics results, was raised in our previous work (Alexandron
et al.,[2017)), but remained an open question. The goal of the current research is to address the bias issue
directly. In this paper we demonstrate for the first time, to the best of our knowledge, that fake learners
can significantly affect learning analytics results. We also provide a sort of ‘future projection’ to what
will happen if the number of fake learners increases (a likely consequence of MOOC certificates gaining
more value due to the current transition to MOOC-based degrees (Reich and Ruipérez-Valiente, 2019)).
The findings that we report here significantly extend a preliminary report from this work (Alexandron
et al., [2018).

Research Questions. We study the following Research Questions (RQs):

1. (RQ1) Is there a significant difference between the ‘fake’ and ‘true’ learners with respect to various
performance measures, and to the amount of use of the course instructional materials?

2. (RQ?2) Can this difference bias the results of learning analytics models in a significant way?

Replication Research. Our research approach combines the ideas of Sensitivity Analysis (Saltelli et al.,
2000) and Replication Research (Open Science Collaboration, 2015)). We pick two highly-cited learn-
ing analytics MOOC studies, and evaluate how sensitive to fake learners are findings obtained with a
similar methodology on new data from our MOOC. This is done by replicating each of the studies with
and without fake learners’ data, and comparing the results. This is not a full, but a partial replication.
Specifically, we focus on the parts that study the characteristics of effective learning behaviors.

The studies that we replicate are “Correlating Skill and Improvement in 2 MOOCs with a Student’s
Time on Task” (Champaign et al., [2014)), and “Learning is Not a Spectator Sport: Doing is Better than
Watching for Learning from a MOOC” (Koedinger et al., [2015). They appeared on the First (2014) and
the Second (2015) ACM Conference on Learning@Scale which is a premier venue for interdisciplinary
research at the intersection of the learning sciences and computer science, with specific focus on large
scale learning environments such as MOOC:s.

Contribution. This study provides the first evidence, to the best of our knowledge, that learning analytics
research in MOOCs can be significantly biased by the aberrant behavior of users who abuse the open
nature of MOOC:s. This issue raises concerns regarding the reliability of learning analytics in MOOC:s,
and calls for more robust, generalizable, and verifiable research methods. A systematic approach for
addressing this issue, within the conceptual framework of Educational Open Science (van der Zee and
Reich, 2018)), is large-scale replication research. A significant stride towards making such research
technologically feasible is made by the MOOC Replication Framework (MORF) (Gardner et al., [2018]).

https://learningatscale.acm.org/
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MATERIALS AND METHODS

In this section we describe the experimental setup, the data, and the data mining algorithms. Some
of the methodological contents of this section have been reused from (Ruipérez-Valiente et al., 2016;
Alexandron et al., 2017)

Experimental Setup

The Course. The context of this research is MITx Introductory Physics MOOC 8.MReVx, offered
on edX in Summer 2014@ The course covers the standard topics of a college introductory mechanics
course with an emphasis on problem solving and concept interrelation. It consists of 12 mandatory and
2 optional weekly units. A typical unit contains three sections: instructional e-text/video pages (with
interspersed concept questions, also known as checkpoints), homework, and a quiz. Altogether, the
course contains 273 e-text pages, 69 videos, and about 1000 problems.

Research Population. The research population consists of 478 certificate earners, out of the 13,500 users
who registered for the course. Overall, 502 users earned a certificate, but we removed beta-testers, users
who help validate content before the course is published, from the analysis. Gender distribution was 83%
males, 17% females. Education distribution was 37.7% secondary or less, 34.5% College Degree, and
24.9% Advanced Degree. Geographic distribution includes US (27% of participants), India (18%), UK
(3.6%), Brazil (2.8%), and others (total of 152 countries).

Data. The data for this study consists of learners’ clickstream data, which mainly include video events
(play, pause, etc.), responses to assessment items, and navigation to course pages, yielding about half a
million data points. In addition, we use the course structure files, which hold information that describes
the course elements and the relations between them (e.g., the page in which a question resides).

Fake Learners: Definition and Detection

We define fake learners as users who apply unauthorized methods to improve their grade. This definition
emphasizes the fact that the apparent behavior of fake learners does not explain significant aspects of their
performance (can be achieved without ‘learning’, at least of Physics, in the case of our course), that it is
systematic, and goal-oriented (as opposed to ‘gaming the system’ (Baker et al., 2008), for example). In a
few occasions we also use the term ‘cheating’, but as a general issue, and we deliberately avoid referring
to ‘fake learners’ as ‘cheaters’. This is because the question of what should be regarded as ‘cheating’ in
MOOC:s is an issue that requires a discussion that is out of the scope of this paper, going well beyond the
technical question of whether the user broke the edX “Terms of Service & Honor Code’
Currently, we have means to identify two types of such methods:

Shttps://courses.edx.org/courses/MITx/8 .MReVx/2T2014/course
‘nttps://www.edx.org/edx—-terms-service
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Copying Using Multiple Accounts (CUMA): This refers to users who maintain multiple accounts.
A master account that receives credit, and harvesting account/s that are used to collect the correct
answers (typically by relying on the fact that many questions provide the full answer, or at least
true/false feedback, after exhausting the maximum number of attempts) (Alexandron et al., 2015a;
Ruipérez-Valiente et al., 2016). We note that in this method the multiple accounts are used by the
same person. We use the algorithm described in (Alexandron et al.,|2017). The algorithm detects
65 master accounts out of the 478 certificate earners (as noted in (Alexandron et al.l 2017)), the
algorithm is designed to provide a lower bound on the true number of master accounts). Among
masters and harvesters, only the master accounts are considered as fake learners (the harvesting
accounts are not certified).

Collaborators: This definition refers to MOOC learners who collaborate with peers and submit
a significant portion of their assignments together. This is explicitly forbidden by the edX Honor
Code, “unless collaboration on an assignment is explicitly permitted”, which was not the case.
To detect such collaboration, we use the algorithm of (Ruipérez-Valiente et al., 2017a) E], which
uses dissimilarity metrics to find accounts that tend to submit their assignments in close proxim-
ity in time. Overall, the algorithm identifies 20 (~4%) of the certificate earners as submitting a
significant portion of their assignments with peers.

As there are users who use both methods, we give the CUMA algorithm priority when conducting
analyses that require to assign a user to one of the groups (‘CUMA Users’ or ‘Collaborators’), as it rep-
resents a more specific behavioral pattern. Among the unauthorized collaborators, 11 also used CUMA.
Hereafter we refer as ‘collaborators’ to the 9 accounts who were not CUMA users.

Measures of Learners’ Performance

To date there is no standard and well accepted method to evaluate the performance of MOOC learners.
In the MOOC literature, the most common measures are most likely grade, and the binary yes/no for
certification. We use these, in addition to more robust methods that draw on Psychometrics and Item
Response Theory (IRT) (Meyer and Zhu, 2013} |Champaign et al., 2014). The measures that we use are
listed below.

Grade: Total points earned in the course (60 points is the threshold for certification). The main
issue with this measure is that it is very sensitive to which and how many items a learner attempts.
In addition, it does not consider the attempt in which the learner succeeded (most items allow
multiple attempts). Also, the variability that we observed on this measure was very low. Due to
these limitations, we find this measure less useful as a valid and reliable measurement. However it
is the most common measure, and what edX instructors receive.

Proportion Correct on First Attempt (CFA): The proportion of items, among the items that the
student attempted, that were answered correctly on the first attempt. While CFA is a simple and

Ssource code: https://github.com/jruiperezv/close_submitters_algorithm
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straightforward approximation of students performance, which in this MOOC is highly correlated
with more robust measures (e.g, IRT), it is also very sensitive to which items a learner chooses to
attempt (choosing easy items will lead to higher CFA).

Ability: Student’s ability using a 2PL IRT model. Model is fitted on the first attempt matrix of
the certificated users (N=502), and item set that contains questions attempted by at least 50% of
these users. We chose IRT because students’ IRT ability scores are known to be independent of
the problem sets each student tried to solve (De Ayalal, 2009). Missing items are treated using
mean imputation (Donders et alJ,|2006). The model is fitted on a standard laptop using R’s TAM

package E}

Weekly Improvement: Per student, this is interpreted as the slope of the regression line fitted to the
weekly IRT ability measure (namely, the result of fitting 2PL IRT on each week of the course in
separate) (Champaign et al., 2014). One of the important issues that must be addressed during the
calculation of the IRT slopes is to set up the common scale across weekly IRT scores. IRT is a
latent variable model, and a latent variable does not have any inherent scale. Therefore, each IRT
estimation defines its own scale for the latent variable. Equating is the process of transforming a
set of scores from one scale to another. We used mean and sigma equating to set up a common
scale across weekly IRT scores. The equated IRT slope captures the change in students’ relative
performance during the course. For example, a student who has average performance in all the
weeks, will have 0 relative improvement.

Mean Time on Task: The average time the student spent on an item. For multiple attempts, it is
composed of the sum of time for all attempts. The time for each attempt is operationalized as
the delta between the time of the attempt, and the time of the previous action (navigating into the
page, submission to previous item on the same page, or previous submission to this item in case
of multiple attempts; we do not accumulate durations over 15 minutes, assuming that the user
disengaged from the system (Champaign et al.l [2014)). Time on task, or response time, plays an
important role in cognitive ability measurement (Goldhammer, [2015). Kyllonen and Zu (Kyllonen
and Zul [2016) stated that “A recurring question has been whether speed and level are simply
two interchangeable measures of the same underlying ability or whether they represent different
constructs” (p. 2).

RESULTS

The results are organized into three subsections. The first subsection provides descriptive statistics that
demonstrates the differences between fake and true learners with respect to fundamental behavioral char-
acteristics. The second and third subsections present the results of replicating (Koedinger et al., 2015)
and (Champaign et al.| 2014), respectively.

®https://cran.r-project.org/web/packages/TAM/TAM. pdf
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Differences in Behavioral Characteristics

Time on Course Resources. First, we measure the amount of time that fake learners spent on different
course resources, compared to true learners. We consider:

e Reading time: Time that the user spent on explanatory pages.
e Watching time: Time that the user spent on videos.
e Homework time: Time spent in pages that contain homework items.

Figure [I] presents the time that fake and true learners spent on each resource type. As can be seen,
fake learners spent significantly less time on each type of the instructional resources. This is confirmed
with a two-sided Mann-Whitney U test (nfqke = 72, ngrye = 406, p.value < 0.01). For Watching Time,
median values for fake and true learners are 0.3 and 1.6 hours, respectively (U = 21, 040); For Reading
Time, median values for fake and true learners are 7.2 and 15.9 hours, respectively (U = 21,499);
For Homework Time, median values for fake and true learners are 7.7 and 16.0 hours, respectively
(U =21,934).

Watching Time Reading Time Homework Time
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Proportion of Items Solved. The proportion of assessment items that true and fake learners attempted
(successfully or not) is another metric on which we compare the behavior of the groups. A main reason
is that solving assessment items, especially ones that do not contribute much to the final grade (available
as formative assessment), and after the learner secured enough points to receive a certificate, is a clear
indication of motivation to learn.

The course contains mainly three types of assessment items: Checkpoint, Homework, and Quiz (see
Subsection Experimental Setup). They are analyzed separately because of their different characteristics
with respect to weight (points for solving them), and the easiness of getting the correct answer without
effort (e.g., whether the ‘show answer’ option is enabled for most of them after exhausting the possible
attempts).

We assume that fake learners would factor that into their decision of whether to spend time on these
items. For example, since Checkpoint items have low weight, we assume that fake learners would show
less interest in solving them. Quiz items have high weight, but are harder to copy (no ‘show answer’,
only true/false feedback). Homework offers relatively high weight and have ‘show answer’ enabled,
which probably makes them ideal for fake learners (high ‘return on investment’).

Figure [2] presents the proportion of items solved by each group. As in the case of the time spent
on resources (previous subsection), there is a clear difference between the groups, with fake learners
trying less items. This is confirmed with a two-sided Mann-Whitney U test (nfqre = 72, ngrye = 406,
p.value < 0.05). For Checkpoint items, median values for fake and true learners are 0.69 and 0.75,
respectively (U = 18, 442); For Quiz items, median values for fake and true learners are 0.58 and 0.64,
respectively (U = 18, 752); For Homework items, median values for fake and true learners are 0.47 and
0.48, respectively (U = 17, 088).

Interestingly, and as we suspected, the difference between the groups is smaller on Homework items
which provide to fake learners the appealing combination of high weight and a ‘show answer’ feature.
This is furthered discussed in the Discussion section.

Performance Measures. Figure [3|illustrates the differences between fake and true learners with respect
to the measures of learners performance that were defined in the Methods section.

Fake learners are significantly faster than true learners (median time-on-task is 97 vs. 150 seconds,
respectively; p — value < 0.001). Another measure on which they are better than true learners is weekly
improvement. This means that fake learners tend to improve (relative to the other learners) during the
course. This is in line with the findings of (Alexandron et al.l |2017)), which reported that the number of
items that CUMA users copied tended to increase significantly as the course progressed.

On the other metrics (grade, ability, CFA) the two populations do not differ significantly (fake
learners have a higher CFA, and lower grade, but with p — value > 0.05). However, we do find on
these metrics a significant difference within the fake learners cohort, between the CUMA users and the
collaborators. This is demonstrated in Figure 3] CUMA users have higher grade (0.85 vs. 0.77), ability
(0.21 vs. —0.66), and CFA (0.79 vs. 0.67), than collaborators, all with significant p-values.

Summary of the differences. Overall, we see that fake learners spent much less time on course resources,
and attempted less items. In the case of response time, we see that fake learners solve exercises much
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Fig.2. Proportion of items solved by category.

faster. Regarding success metrics, fake learners have a higher weekly improvement. On the other success
metrics (grade, ability and CFA), on average there is no significant difference between true and fake
learners.

Replication Study 1

Next, we examine the effect of the differences in the behavioral metrics presented above on the findings
reported in “Learning is Not a Spectator Sport: Doing is Better than Watching for Learning from a
MOOC” (Koedinger et all, 2015). Specifically, we concentrated on the third research question (RQ)
— “What variations in course feature use (watching videos, reading text, or doing activities) are most
associated with learning? And can we infer causal relationships?”.

The analysis for this RQ is presented in the section titled “Variation in Course Feature Use Predict
Differences in Learning Outcomes” (starting on p. 116, left column). It has two parts — “Exploratory Data
Analysis”, and “Causal Analysis”, which we refer to as Subsections Analysis 1A and 1B, respectively.

Analysis 1A

This analysis characterizes students on three behavioral dimensions by performing a median split on each
of the metrics — amount of videos played, number of pages visited, and number of activities started. A
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Fig.3. Performance measures.

learner who is on the upper half of each split is referred to as “Watcher’, ‘Reader’, and ‘Doer’, respec-
tively. This split yields 8 (2%) subgroups.

The subgroups are compared on 2 global performance measures — ‘Quiz Total’, and ‘Final Exam’.
The conclusions regarding the quizzes are that “Doers do well on the quizzes [...] even without being on
the high half of reading or watching”, “doing the activities may be sufficient to do well on the quizzes”.
Regarding the final exam, it is found that doing is most important (“a higher final exam score is more
typical of those on the higher half of doing”), but that doing is furthered enhanced by watching, reading,
or both. Altogether, the title of this analysis is that “Doing, not Watching, Better Predicts Learning”,

which supports the phrase “Doing is Better than Watching” in the title of the paper.

Replicating Analysis 1A on 8. MReVx 2014

In order to conduct this analysis on the data of 8. MReVx, we need to make a few adjustments. The
definitions of Watcher, Reader, and Doer remain the same. Doer is computed based on the amount of
items started, but this raises some issue as the grade and the IRT ability — the outcome measures, are also
based on the items solved. To make these measures as independent as possible, we base the definition
of Doer on checkpoint items (items within the units). This is to reflect the nature of ‘active learning by
doing’, which we interpret as the main idea behind the doing profile, while using items that their direct
contribution to the grade and IRT ability is minor.

The second major decision to make was on what the global measure of learning should be. In the
original paper, Quiz Total and Final Exam are used. In 8. MReVx there is no Final Exam (there is a post-
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test that was taken by a very small number of learners), and the grade is not sufficient for this purpose,
as the variability of the grade is very low, and its distribution among the learner profiles is quite uniform.
Thus, we use IRT as a global measure of performance in the course.

The results of the analysis, with and without fake learners, are presented in Figure 4] The left figure
demonstrates the analysis for all learners (including fake learners). Within this figure, the leftmost, red
bar represents the ability of ‘Doers who are neither Watchers nor Readers’. This bar is the highest,
meaning that this is the most successful group of learners. It is in line with the finding of (Koedinger
et al.l 2015)) that Doers can do well without watching videos or reading explanations (the original figure
from (Koedinger et al.l 2015)) is presented in Appendix 3, Figure 4a).

The right figure presents the results of the same analysis without fake learners (only true learners).
As can be seen, the performance of ‘Doers who are neither Watchers nor Readers’ drops sharply from
mean IRT ability of 0.41 to mean IRT ability of 0.14. This change is statistically significant (using
Bootstrap hypothesis testing; see below). Without fake learners, ‘Doers who are also Watchers’
become the most successful group (there is a small decrease in the performance of this group, which is
statistically insignificant).

To verify that the effect is not an artifact we use Bootstrap hypothesis testing (MacKinnon, 2009).
Denote the group of all learners by L, and the size of the group of the ‘true’ learners by n. We estimate
the ‘Sampling distribution of mean IRT ability’ of ‘Doers who are neither Watchers nor Readers’ and
‘Doers who are also Watchers’ using 1000 bootstrap samples of size n from L. The results show that the
change to the mean IRT ability of ‘Doers who are neither Watchers nor Readers’ is statistically significant
(p — value < 0.05), and that the change to the mean IRT ability of ‘Doers who are also Watchers’ is
insignificant. A figure demonstrating the sampling distribution for both groups is provided in Appendix
1.

Doers still do better in all combinations, but the original conclusion that Doers can do well without
watching videos or reading explanations becomes debatable when removing fake learners.

Replicating Analysis 1B

In the original analysis, Tetrad, a tool for causal inference, was used to evaluate whether associations
between key variables — pre-test, use of course materials (doing, watching, reading), and outcomes (quiz
total, final test), are potentially causal (the original graph from (Koedinger et al., [2015)) is presented in
Appendix 3, Figure 4b).

We replicated the same analysis using Tetrad on the data of 8. MReVx with and without fake learners.
As a ‘pre-test’, we used the IRT score of the first week. The results are presented in Figure[5] The left
figure demonstrates the graph for all learners (including fake learners). The graph on the right is the
result after removing fake learners, namely, for true learners only.

As can be seen, the causal graph changes significantly after removing fake learners data. First,
when removing fake learners (moving from the left to the right figures), two causal link disappear
(watching — quizScore and reading — [RT). Interestingly, the original link reading — IRT
has a negative weight, meaning that with fake learners, reading is found to have a negative effect on IRT
ability. The weights of the other edges change, but we do not interpret this as a qualitative difference.
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0.4
M Doer W Doer
B Nondoer B Nondoer
0.2
0.0
-0.2
-0.4
-0.6
Neither Reader Watcher ~ Read&Watcher Neither Reader Watcher ~ Read&Watcher
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Fig.4. IRT results: (a) All learners (including fake learners); (b) true learners only (fake learners removed).

(We note that we could not use sampling techniques to evaluate the statistical significance of the change
in the Tetrad results, as we did not find a way to run Tetrad’s execution engine as a run-time library. The
tool version that we use is the one that was used in the original paper (Koedinger et al.} 2015), which is
an old version that to the best of our knowledge does not support such usage.)

Future Projection

To evaluate the effect that an increase in the percentage of fake learners could potentially have on the
analytics bias, we repeat the analyses of Subsections Analysis 1A and IB after increasing the amount of
fake learners from ~15% to ~26%. This increase is achieved by simply duplicating the fake learners
data, in order to maintain a similar multivariate distribution with respect to the behavioral characteristics
that we measure.

The rationale for this ‘simulation’ analysis is twofold: First, the current ~15% fake learners is
a lower bound, and we assume that the actual amount of fake learners is higher. Second, it seems
reasonable to assume that cheating in MOOCs will increase as the result of MOOC certificates gaining
more value (Alexandron et al.,[2017).

The effect on the bias is presented in Appendix 2. The effect on the bias of the Tetrad analysis
is incremental (same edges, with slight change of weights; see Appendix 2, Figure 3). The effect on
Analysis 1A is significant, with “Doers who are neither Watchers nor Readers” becoming by far the most
successful group (see Appendix 2, Figure 2).
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IRT IRT
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Fig.5. Tetrad Results: (a) All learners (including fake learners); (b) true learners (fake learners removed).

Summary of results - Replication Study 1

Based on the results of Subsections /A and /B, we conclude that the analysis of “What variations in
course feature use are most associated with learning? And can we infer causal relationships?” — RQ3
from the paper (Koedinger et al., 2015) — changed in a meaningful way when replicated on the data of
8.MReVx with and without fake learners.

Replication Study 2

Another educational data mining study of the relation between which course materials learners use,
and their success in the course, was presented in (Champaign et alJ 2014). The research objective is
to understand the effectiveness of online learning materials, with the goal of improving the design of
interactive learning environments. Among the “most striking features” that emerged from their analysis
were (p. 18) “the large number of negative correlations between time spent on resource use and skill
level in 6.002x” and “the significant negative correlations between relative skill increase and time spent
on any of the available instructional resources in 6.002x, accompanied by only one significant positive
correlation” (the figure from the original paper is presented in Appendix 3, Figure 5).
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As in the case of (Koedinger et al., 2015)), what attracted our attention was the negative correla-
tion between performance and use of (some of) instructional resources. Again, does this mean that the
learning materials are unhelpful?

Thus, we replicate the analysis within Subsection “Correlations of Skill and Learning with Instruc-
tional Resource Use” (starts at p. 17). We note that the research found significant differences in the same
correlations among two different MITx MOOCs (8.MReV 2013 and 6.002x 2012 — the first MOOC of-
fered by MITx). Since these correlations seem to be course specific, our focus when replicating this
analysis is not whether we receive the same results, but whether the results that we receive remain the
same with and without fake learners.

The results are presented in Figure [6] (the figure adopts the visualization used in (Champaign et al.|
2014)). It shows the relation between the amount of time spent on various course resources, and certain
performance metrics. For each pie, the outer circle is the whole group, and the inner is the same measure
after removing fake learners from the data. The angle of the piece represents the size of the correlation.
Clockwise angle represents positive correlation (colored with green), and counterclockwise represents
negative correlation (colored in red). Gray color means p — value > 0.05. The difference between
the angle of the outer circle, and the angle of the inner one, is the effect of fake learners’ data on the
correlation.

Let us examine the correlations with p — value < 0.05 (colored with red/green). With respect to
Grade vs. Homework Time and Grade vs. Reading Time, there is almost no effect (angle of inner and
outer piece is almost identical). With respect to Ability vs. Homework and Ability vs. Reading Time,
we see a negative correlation, which is reduced when removing fake learners. With respect to weekly
improvement vs. homework time, we see a positive correlation, which increases when removing fake
learners.

Summary of results - Replication Study 2

For the three metrics that changed when removing fake learners’ data — Ability vs. Homework Time,
Ability vs. Reading Time, and Weekly Improvement vs. Homework Time — we see that after removing
fake learners’ data, the correlation moved in the positive direction. However, in each of the correlations
we did not see a qualitative change, such as a negative correlation that becomes positive.

DISCUSSION

Our results show that fake learners interact with the course materials in a very different way than true
learners. For example, they attempt fewer questions and show minimal interest in the instructional ma-
terials. On the other hand, they exhibit high performance on various metrics — their IRT ability, weekly
improvement, and CFA, are slightly higher, and their time-on-task is significantly faster. This is not
surprising, as these users use means other than learning to achieve these results.

Due to their aberrant behavior, and their prevalence the MOOC that we study (~15% of the cer-
tificate earners), we suspected that fake learners can bias the results of learning analytics, especially
those that deal with effective use of course resources. Our findings show that this is not an hypothetical
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Fig.6. Effect of fake learners on correlation between performance and time on course resources.

risk. We use the methodology of Replication Research as means to focus our investigation on analytics
that are acknowledged by the learning analytics research community as meaningful insights into what
constitute effective learning behavior in MOOCs. Among the two studies that we replicated, one was
relatively stable against fake learners, but on the other, the findings were biased in a significant way by
fake learners’ data.

Since the primary motivation for fake learning in 8.MReV is receiving a certificate with low effort
(Alexandron et al., 2017), it is reasonable to assume that the same behavioral pattern of high performance
and low resource use would characterize such learners in other MOOCs. Depending on the prevalence of
fake learners among the learners, MOOC-based learning analytics research is vulnerable to bias by fake
learners. However, the amount of fake learners within MOOC:s is still an open question.
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The amount of CUMA in 8. MReV seems to generalize to other MOOCs (Alexandron et al., 2017),
and we do not see reason to assume otherwise for collaborators. Obviously, there could be other fake
learning methods, but we have not worked on new detection algorithms yet. Over time, we can expect
that the percentage of fake learners, and subsequently their effect, may rise with the increase in the value
of MOOC certificates, unless proper actions are taken against this. To evaluate the effect of increase in
the number of fake learners, we conducted a simple ‘simulation’ analysis, illustrating the hypothetical
bias caused by a 2X increase in the percentage of fake learners (see Subsection Future Projection). The
results demonstrate that with 2X fake learners we can expect to see a significant increase in the bias.

Our research supplies some evidence that fake learners can lead to wrong inference on analytics
aiming to address questions such as ‘what are effective learning strategies?’, ‘which types of resources
are helpful?’, and so on. While ‘global’ correlations seem to be less vulnerable, studying selected cohorts
like ‘efficient learners’ (e.g., ones who are fast and successful) would be very prone to bias due to fake
learners’ activity.

It is important to emphasize that the bias is due to the the fact that fake learners introduce noise
into the data. Such noise can affect various types of computational models — for example, consider a
recommendation engine that sequences content to learners in real-time. Such engines typically rely on
machine learning models that are fitted to learners’ data. Biased data can lead to modeling ‘noise’ instead
of real predictor-outcome relationships. Since such machine learning models are typically encapsulated
within “policy’ layers that use ‘business’ (in this case, pedagogy) logic to translate prediction into action,
validating the recommendations becomes an extremely difficult task (Krause et al.l 2016). As a thought
experiment, imagine two competing MOOC content recommendation engines: an adversary engine that
sends learners to random pages that they have not seen, and a Zone of Proximal Development (ZPD)
engine that is tuned to challenge learners while keeping them within the ZPD. Now, assume that we have
a sequence of pages that both engines recommended during a 15-minutes activity. What is the chance
that an expert would identify which one is the adversary, and which one is the ZPD, without knowing the
nitty-gritty of the ZPD engine?

Fake Accounts in Social Networks. Malicious use of fake accounts is a common issue in social networks.
Above all, the Facebook—Cambridge Analytica data scanda]lZ] has brought to public attention the issue of
fake accounts, and how they can be used in malicious ways and on large-scale to collect data and affect
social trends. Partly as the result of this ‘wake-up call’, Twitter recently announced that it has shut down
70 million fake/suspicious accounts since May 2018 ﬂ This (negative) similarity between MOOCs and
social networks sheds some light on the fact that MOOCs are a learning environment which is also a
global social platform.

Limitations. The main limitations of our research are the fact that it is based on data from one MOOC,
and on detection algorithms that detect only a subset of the fake learners in the course. Future research
can expand this analysis to multiple MOOCsS, and hopefully until then there will be algorithms for de-
tecting other fake learning methods. In addition, it would be interesting to evaluate the effect on a wider
set of learning analyses and machine learning models.

"nttps://en.wikipedia.org/wiki/Facebook%E2%80%93Cambridge_Analytica_data_scandal
$https://www.nytimes.com/2018/07/11/technology/twitter-fake-followers.html
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Summary and Conclusions

This study follows Replication Research methodology, and uses Sensitivity Analysis techniques to study
how learning analytics can be biased by noisy data that include a significant amount of fake learners —
learners who use illegitimate techniques to improve their grade. These users exhibit learning behaviors
that are very different from those of ‘true’ learners, and achieve high performance. This can bias the
analytics towards falsely identifying non-learning behaviors as effective learning strategies.

Our findings provide the first evidence, to the authors’ knowledge, of how non-learning behaviors
that are not modeled can significantly bias learning analytics results. The findings also point to the fact
that cheating in educational settings can have consequences that go way beyond the issue of academic
dishonesty.

To date, the issue of the reliability of learning analytics has received little attention within the learn-
ing analytics research community. As a first step, it is important to acknowledge that this is a real
concern. Conveying this message is one of the major goals of this paper.

In order to address this issue, it is important to adopt more robust techniques for evaluating and
validating learning analytics research, for example by encouraging and facilitating replication research
at scale, and by developing advanced verification techniques. Another direction to take from this research
is to develop detection methods that can generalize across platforms and course designs, e.g. by using
ML (Ruipérez-Valiente et al., 2017b)) or anomaly detection techniques (Alexandron et al., [ 2019).

In the verification domain, much can be learned from the hardware verification industry, which
makes extensive use of sophisticated simulation methods, and from recent developments in the area of
verification of autonomous vehicles, which deal with verifying complicated artificial intelligence sys-
tems.
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Appendices

Appendix 1: Sampling Distribution of Mean IRT Ability
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Figure.1. Sampling Distribution of Mean IRT Ability for (a) Doers who are neither Watchers nor Readers (b)
Doers who are also Watchers. The dashed vertical lines mark the 95% confidence interval, and the vertical blue

lines mark the mean value without fake learners.

Appendix 2: Replication Study 1 with 2X Simulated Fake Learners
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Figure.2. IRT Results (a) With simulated 2z fake learners (b) Original data (All learners); (c) true learners (fake
learners removed).
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Figure.3. Tetrad Results (a) With simulated 2z fake learners (b) Original data (all learners); (c) true learners (fake
learners removed).
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Figure.5. Original figure from (Champaign et al.,[2014])
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